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Motivation
• Open-ended algorithms aim to learn to do new, 

interesting things forever
• Require vast task and environment spaces
• To achieve Darwin Completeness (Clune, 2019)
• How do we generate any learning environment?

Insight for OMNI-EPIC
• Utilize foundation models to 

create tasks via code
• Many programming languages 

are Turing Complete
• Able to create  any computable 

environment

Previous Work - OMNI
• Foundation models, trained on 

the entire internet, already 
know what is interesting

• Generate learnable and 
interesting tasks

• Limitation – single domain

Method

Long Run with Simulated Learning Discussion & Future Work
• In theory, generating code can 

create any learning environment
• Future work to allow the ability to 

download , use, or modify any  
existing simulator, or even code 
entirely new ones

• OMNI-EPIC proposes a path 
towards open-ended learning

• Generates a continuous stream 
of learnable and interesting tasks

What happens with 
more compute??


